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Abstract: In this paper, an effi cient spam classifi cation technique is proposed using Naïve Bayes classifi er and CGA 
algorithm. The proposed email spam classifi cation system consists of two phases, such as training phase and testing 
phase. At fi rst, input email data are given to the feature selection to select the suitable feature for spam classifi cation. 
Here, Cuckoo search and Genetic algorithm is effectively hybridized to select the suitable features form higher 
dimensional space using correlation-based fi tness function. Once the best feature space is identifi ed through hybrid 
algorithm, the spam classifi cation is done using the Naïve Bayes classifi ers. The experimental validation of the 
proposed technique is done through evaluation metrics namely, sensitivity, specifi city, accuracy. We can also see that 
our proposed email classifi cation system have outperformed the existing technique in terms of accuracy.
Keywords: Cuckoo search, Genetic algorithm, lazy classifi er and neural network classifi er, Email spam.

1.  INTRODUCTION
In recent years, e-mails have become a common and important medium of communication for most Internet 
users. This fact ensures the effi cacy of the advertising messages sent through Internet e-mail [1], [2]. Malicious 
usage of the electronic data distribution and all other forms of unsolicited communications, also designated 
as spam, has reached scales never seen before. Every day e-mail users receive lots of messages containing 
unsolicited, unwanted, legal and illegal offers for commercial products, drugs, fake investments, etc. Spam traffi c 
has increased exponentially in the last few years. During September 2010, the percentage of spam deliveries 
accounted for about 92% of all Internet e-mail traffi c [3]. The average email messages sent daily have reached 
3.4 billion in 2012 [4], [5]. According to the recent research from one of the biggest internet service companies, 
84.4% of total mail were spam mails [6]. Spam ties up more network resources, reduces the operating effi ciency 
of networks, and consumes a considerable amount of time, money, and energy of receivers; sometimes spam 
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contains malicious content such as fraud and sexually explicit images, which have a harmful effect on society 
[7], [8]. The explosive growth leads to several problems, such as unsolicited commercial email, heavy network 
traffi c, and computer worms which are frequently spread via emails. Therefore, a big challenge is to manage 
the huge number of emails effi ciently. To solve this problem, an Email Filtering approach is signifi cantly 
required [5]. 

Common email fi lters should fi lter incoming email automatically. The fi ltering process results in a set of 
categories or classifi cations, such as spam and ham. The fi ltering process can be decided and executed based 
on the email origin or header [9] (i.e. source) or based on the email content [5], [10]. Generally speaking, there 
are two kinds of spam fi ltering techniques: (i) collaborative systems and (ii) content-based approaches. The 
former are based on sharing identifying information about spam messages within a fi ltering community [2]. 
The collaborative system monitors the source of the e-mail, which is stored in the domain name and address 
of the sender device. Such fi ltering preserves two types email; white-list and black-list. Usually, the new 
email source is compared with a database to know how it is classifi ed (i.e. spam history). In such technique, 
however, spammers regularly change the email source, address and IP. Therefore, content-based fi ltering is 
the second way to review the email content depending on a proposed analysis technique. The content-based 
fi ltering are based on a deep analysis of the message content in order to identify its class (usually using machine 
learning techniques). This work is focused in Naïve Bayes fi lters, a well-known content-based technique able to 
accurately combine the probability of fi nding terms in spam and legitimate messages.

Content-based spam fi lters analyze the words extracted from the available messages (corpus). Although 
each term could be a putative feature that should be analyzed for spam fi ltering, in practice this is not possible 
because of the huge amount of words extracted from the whole corpus. The usage of large feature vectors 
with machine learning techniques is not advisable because it can cause the loss of effi ciency and accuracy in 
existing fi lters [11]. Therefore, several feature selection techniques need to be applied as a pre-processing stage 
previous to the construction of any spam fi ltering system. These techniques have been designed to perform 
dimensionality reduction and their goal is to discard attributes that do not provide essential information for the 
classifi cation task [2]. Bayesian algorithms are the most popular method because of their convenience of design, 
decision features, and low storage requirements [12]. However, they also present some problems; for instance, 
they cannot differentiate the importance of feature words and may misidentify normal e-mail as spam. To solve 
these problems and improve their fi ltering capabilities, a new Bayesian spam fi ltering algorithm that carries 
minimum risk and is based on the weighting of feature words is proposed in this paper [8]. The remaining of the 
document is arranged as follows. Various researches performed in relation to our suggested work are presented 
in Section II. The design approach and the suggested technique are described in Section III and Section IV. The 
result and discussion of our suggested method are demonstrated in Section V and fi nally, section VI describes 
the conclusion of the proposed work.

2. RELATEDWORK
Jieming Yang et al. [13] proposed their binomial hypothesis based feature selection methodology that used 
for spam detection through the fi ltering process. Their proposed feature selection method takes the binomial 
nature of the spam mail with the aid of that it classifi es the mails as spam/ham. They made the experiments with 
various email corpus datasets and they have proved that their proposed feature selection method performed well 
than the conventional feature selection such as Poisson distribution, information gain and Gini index. 

Jieming Yang et al. [14] proposed a feature selection algorithm, they used the inter-category and intra-
category as a feature selection method which is also known as comprehensive measure feature selection (CMFS) 
was introduced and compared it with other common feature selection methods such as Mutual information, 
Document frequency and information gain etc. They identifi ed the document frequency only considers the intra-
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category information which is not concentrated on inter-category information. The inter-category information 
based feature selection algorithms such as ambiguity measure, DIA association factors failed to concentrate on 
the intra - category information. With the motivation of this observation, they proposed CMFS method which 
considers both the intra and inter-category information for the feature selection process. Their experimental 
results showed that their proposed feature selection improves the performance of the classifi er when compared 
with the existing feature selection algorithm. 

Yuanchun Zhu et al. [15] proposed feature selection method based on local concentration, which was 
applied to spam fi ltering. This method is inspired from the biological immune system; A local concentration 
based feature selection was constructed by moving a window that slides over the message to compute the 
spam and ham concentration. A collection of such concentration is used to represent each document in the 
dataset. They have used naïve Bayes and support vector machine classifi cation algorithms on the benchmark 
dataset such as Enron spam, PUI. A local concentration (LC) -based feature extraction method for spam fi ltering 
process. Their proposed LC approach was processed with the fi xed-length sliding window and variable-length 
sliding window strategies for transforming every portion of a mail to a corresponding LC feature. In their 
proposed LC model, two types of detector sets are at fi rst generated by using term selection methods and a well-
defi ned tendency threshold. Then a sliding window is adopted to divide the message into individual areas. After 
segmentation of the message, the concentration of detectors is calculated and taken as the feature for each local 
area. Finally, all the features of local areas are combined as a feature vector of the message. Their experimental 
results depict that their proposed LC feature selection method effectively reduces the dimensions of feature and 
helps to improve the performance of classifi er when compared to existing feature selection methods.  

Shrawan Kumar Trivedi & Shubhamoy Dey [16] in their work performed a study on the effect of feature 
selection methods on machine learning classifi ers for detecting email spams. The investigation was conducted 
on two feature selection methods, namely Genetic Search and Greedy Stepwise Search on Bayesian, Naïve 
Bayes, Support Vector Machine and Genetic Algorithm classifi ers. The tests were conducted on Enron and 
Spam Assasin datasets. In the experiments Greedy Stepwise Search feature selection, along with Support Vector 
Machine classifi ers resulted in highest classifi cation accuracy of 97.8%.

Yuanning Liuet al [17] a feature selection method proposed using hybrid method, called HBM, which 
combines not only document frequency information, but also term frequency information in the feature 
selection process, is proposed. First, an optimal existing DFFS method (called ODFFS) is chosen. Then, terms 
are determined, whether to be selected by comparing their ODFFS values with a threshold k, which is obtained 
by a proposed wrapper-based parameter optimization method, called feature subset evaluating parameter 
optimization (FSEPO). To evaluate the HBM method, we use two classifi ers: SVM and NB on four benchmark 
corpora (PU1, Ling Spam, Spam Assassin and Trec2007). Several DFFSs (information gain, Chi square, 
improved Gini index and multi-class odds ratio) and TFFSs (normal term frequency based discriminative power 
measure and comprehensively measure feature selection) are compared with HBM. Experiment results show 
that HBM is indeed effective and trustworthy.

3. PROBLEM DEFINITION
Recently, various researchers present several algorithms for email spam classifi cation based on classifi cation 
methods. But, the challenge is not only in fi nding the spam e-mails and also, how the dimensionality and 
scalability is taken into consideration for spam classifi cation because, in reality, the processing is with a large 
and high dimensional data. So, (i) curse of dimensionality by handling these criteria, an email spam classifi cation 
technique is urgently needed for improving the classifi cation accuracy. By solving the above challenge in this 
research, the feature selection is the main aspect of our research. The feature selection method can solve the 
curse of dimensionality by identifying the suitable features.
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4. PROPOSED METHODOLOGY
The process of proposed email spam classifi cation technique can be explained as following important 
steps:

1.  Prepare the spam dataset (spam base and Ling-spam) for the proposed classifi er.

2. Select features from the prepared spam dataset by Cuckoo Search algorithm and Genetic algorithm 
(CGA) for feature selection.  

3.  Fitness calculation is done naïve Bayes classifi er. 

4.  Training of NB classifi er is done for best feature extraction through Cuckoo Search algorithm. 

5.  In testing, email classifi cation is done based on the

4.1. Preprocessing Steps
Before the feature extraction process, the email dataset is converted into further process through pre-processing. 
Pre-processing is done to correct the data from the different errors is taken for further processing. Here, data 
normalization is done before performing feature relevance analysis. Figure 2 illustrates the attribute description 
and frequency count for corresponding features. Using this format, discretization process is done and calculate 
best feature from the dataset.

Figure 1: Attribute or feature description

4.1.1. Discretization
Before the feature extraction process, the training EDTR and testing dataset EDTS are converted the data into 
specifi c interval. General form of the training and testing email spam dataset is given by:
 EDTR = dk ;  1  k  p (1)
 EDTS = dk ;  p + 1  k  q (2)
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Figure 2: Frequency count taken for each mails based on the attributes

Above training and testing dataset EDTR and EDTS is given to the discretization function to transfer the 
input data into discretized one. Discretization is a signifi cant step in the data processing to convert the data 
into specifi c interval means that the range of values is confi ned into a specifi c interval. Here, we have used one 
discretization function based on the conventional way. The maximum and minimum value of every attribute is 
identifi ed and the I interval is tracked by taking the ratio between the deviated value and the I value. 

For example, at fi rst, deviation is calculated as every k value 

 Dev(k) = 
Max( ) Min( )

2
k kd d−

 (3)

After calculate deviation for each row values, values are converted to the following condition:

  

0, input 1(Dev( ))
1, input 2(Dev( ))
2, input 3(Dev( ))
4, input 4(Dev( ))

k
k
k
k

< ⎫
⎪< ⎪
⎬< ⎪
⎪< ⎭

 (4)

Then, every value that comes under within the range is replaced with the interval value so that the input 
data is transformed to the discretized data. After discretization function, the training dataset is converted to 
above conversion equation (4) and then each value is converted into 8421 binary conversion as discretized 
format EDD.

4.2. Training Phase 

The proposed email spam classifi cation consists of two phases.
1. Training phase

2. Testing phase

1. Training Phase:  Feature Extraction Using Cuckoo Search and Genetic Algorithm (CGA)

Step 1:  Initialization Phase 
The population (Si, where i = 1, 2,…n) of host nest is commenced randomly.
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Table 1
Initialization members of FGSO algorithm

A1 A2 A3 ... Am ... A56 A57

Memberk
1 1 1 0 1 0 1 0 1

Memberk
2 0 0 1 1 0 1 0 1

Memberk
3 1 0 1 1 0 1 1 0

• 0 1 0 1 1 0 1 1

Memberk
n 1 0 0 1 0 1 0 0

• 0 1 0 1 0 0 1 0

Memberk
N – 1 1 0 1 0 0 0 1 1

Memberk
N 1 0 0 0 1 1 0 1

Step 2: Fitness Evaluation Phase
 Assess the fi tness function based on the equation and after that choose the best one.

 Fitness = 
[ ]Corr I,C

classifier accuracy
Number of '1's

⎡ ⎤
+⎢ ⎥

⎣ ⎦
 (5)

Where, Corr[I, C] = 
1

I ,C
k

k k
i=
∑ ,

which specifi es summation of correlation between selected attributes I  and corresponding class.
Step 3: Updation Phase
Revise the fi rst solution by levy fl ights in which cosine transform is employed. The excellence of the novel 

solution is assessed and a nest is chosen among randomly. If the excellence of novel solution in the chosen nest 
is better than the old solutions, it will be substituted by the new solution (Cuckoo). Or else, the earlier solution 
is set aside as the best solution. The levy fl ight used for cuckoo search algorithm is described in eqn.

 Si
* = S(t)

(t + 1) 

  = Si
(t) +  Levy (n)

Step 4: Crossover operator

Figure 3: Single point crossover
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Once a cuckoo search iteration is fi nished, the worst solutions are selected to improve the solution quality 
through cross over rate Cr = 0.2. In our researches, the most leading genetic operator is crossover, as it generally 
alters the solution most. A crossover is a process of substituting some of the genes in one parent by consequent 
genes of the other. The weight optimization problem, the crossover operator is joining two legal parents, whose 
waits are ordered topologically to produce two offspring’s which will as well be legal.  The single point cross 
over operation is briefl y explained in fi g.3,

Step 5: Termination condition
The algorithm discontinues its execution only if maximum number of iterations is achieved and the 

solution which is holding the best fi tness value is selected and it is specifi ed as best feature to testing process.

4.3. Testing Phase: Email Spam Classifi cation Using NB Classifi er
In testing phase, email classifi cation is done by NB classifi er. Once the best feature space is identifi ed through 
hybrid algorithm, the spam classifi cation is done using the Naïve Bayes classifi er

1. To fi nd NBerr and NBacc using lazy (naïve Bayes) classifi er : Here, naïve Bayes is utilized to 
classify the mails and to calculate NBerr and NBacc. Naïve Bayes is a binary classifi er based on Bayes 
theorem of probability. By using this classifi er, for each instance in the testing spam dataset with 
the selected signifi cant attributes, algorithm calculates the posterior (spam) Pos(S) and posterior 
(non-spam) Pos (NS). The algorithm compares and determines which posterior is greater. If the 
posterior (spam) of the instance Ic is greater, then the instance corresponding instance related to spam 
mail otherwise it related to non-spam which is represented in the equation (24). The above equations 
helps to fi nd Pos(S)  & Pos (NS).

  if Pos(S) (Ic | S)  > Pos(Ic | NS) then Ic  Spam else Ic  Non – Spam

  Pos(Ic | S) = 
( ) ( ) ( )( )

( )
1

P S P I S

evidence I

m

tst i c
i

c

a
=

∏

  Pos(Ic | NS) = 
( ) ( ) ( )( )

( )
1

P NS P I NS

evidence I

m

tst i c
i

c

a
=

∏

  P(ai (Ic) | (S)) = 
( )( )2

22

1 exp
22

bi id a⎛ ⎞− − μ
⎜ ⎟

σ⎜ ⎟πσ ⎝ ⎠

  P(ai (Ic) | (NS)) = ( )( )2

2 2

1 exp
2 2

c i id a⎛ ⎞− − μ
⎜ ⎟
⎝ ⎠πσ σ

 evidence (Ic) = ( ) ( ) ( )( ) ( ) ( ) ( )( )
1 1

P S P I S P NS P I NS
m m

i c i c
i i

a a
= =
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Mean : (ai) = 
1

1 m

i
i

a
m =

∑

Variance : (ai) = ( )( )
1

1 m

i i
i

a a
m =

− μ∑
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The value of probability of spam [P(S)]NB and probability of non-spam [P(NS)]NB  of naïve bayes classifi er 
is calculated from the training and testing spam dataset. Finally, error rate NBerr is obtained from the equations 
(34) and (35), 

 [P(S)]NB = 
( )
( )

N S
N M

 [P(NS)]NB = 
( )
( )

N NS
N M

 NBerr = 
No.of incorrectlyclassified mails

Totalno.of mails in the class

 NBacc = Correctly classified mails
Totalno.of mails in the class

After calculated accuracy, fi nally, email spam classifi cation is done through following equation (44), 

 Result = 
1

1

Spam ; A > T
Non-spam ; A < T

⎧
⎨
⎩

Where, T1  Threshold
 A  Accuracy

5. RESULT AND DISCUSSION
This section presents the results obtained from the experimentation and its detailed discussion about the results. 
The proposed approach of email spam classifi cation is experimented with the Spambase, CSDMC2010 SPAM 
corpus Datasets and the result are evaluated with the sensitivity, specifi city and accuracy and computation time.

5.1. Database Description
Spambase Dataset: The spambase dataset is taken from UCI machinery [31]. The dataset contains 4601 instances 
of email, of which about 39% is spam. Each instance corresponds to a single email, and is represented with 57 
attributes plus a class label (1 if spam, 0 if not). The data fi les contain one instance per line, and each line has 
58 comma delimited attributes, ending with the class label. Most of the attributes indicate whether a particular 
word or character was frequently occurring in the e-mail; frequency is encoded as a percentage in [0,1]. A few 
attributes measure the length of sequences of consecutive capital letters. 

5.2. Performance Measures
The evaluation of proposed technique in email dataset is carried out using the following metrics as suggested 
by below equations, 

 Sensitivity = 
Number of TruePositives

Number of TruePositives + Number of False Negatives

 Specifi city = 
Number of True Negatives

Number of True Negatives+ Number of False Positives

 Accuracy = Number of TruePositives + Number of True Negatives
Number of TruePositives+ False Negatives + True Negatives + False Positives
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In this paper, we have compared proposed technique of email spam classifi cation technique against our 
previous technique and some existing techniques such as particle swarm optimization (PSO), neural network. The 
performance analysis has been made by plotting the graphs of evaluation metrics such as sensitivity, specifi city 
and accuracy. By analyzing the plotted graph, the performance of the proposed email spam classifi cation 
technique has signifi cantly improved.

Figure 5: Classifi cation performance of spam base dataset

Figure 6: Feature extraction performance of spam base dataset
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Table 2
Performance analysis on Classifi cation Accuracy

Techniques
Training Samples

90:10 80:20 70:30 60:40

DT 0.8 0.87 0.9 0.84

ML 0.79 0.86 0.87 0.82

NB 0.8 0.75 0.62 0.68

Proposed Method 0.82 0.9 0.9 0.85

Table 3
Performance analysis on classifi cation Accuracy

Techniques
Training Samples

90:10 80:20 70:30 60:40

GSO 0.78 0.73 0.88 0.84

FF 0.76 0.76 0.78 0.77

PSO 0.7 0.75 0.76 0.75

Proposed Method 0.83 0.9 0.908 0.86

Analyzing spam base dataset and fi gure 5, the proposed approach is achieved the accuracy of about 
90.88%, where our previous method has achieved only 79.24%, PSO based technique has achieved only 
78.59% and neural network has achieved only 57.19% in training testing ratio 80-20. Fig. 7 and 8 indicates the 
sensitivity and specifi city analysis of proposed method with Neural network and PSO. Table I and II represents 
the comparative analysis of existing algorithms with proposed work.

Figure  7: Comparative analysis of sensitivity on spam base dataset
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Figure  8: Comparative analysis of specifi city on spam base dataset

6. CONCLUSION
E-mail has become one of the fastest and most economical forms of communication. Email is also one of the 
most ubiquitous and pervasive applications used on a daily basis by millions of people worldwide. However, the 
increase in email users has resulted in a dramatic increase in spam emails during the past few years. This paper 
proposes a new email classifi cation system using CGA and NB classifi er. The proposed email classifi cation 
system comprises into two phases, like as training and testing phase. In the training phase, a best feature is 
selected through optimization algorithm. Once the best feature space is identifi ed through hybrid algorithm, the 
spam classifi cation is done using the naïve Bayes classifi ers. Performance was compared with that of previous 
techniques and PSO and neural network. The comparison indicates that the proposed email classifi cation system 
provide better classifi cation accuracy.  

In our present work, content-based approach for spam classifi cation, which has earlier brought laurels as 
regards recognition of the most dangerous gatecrasher, email spam. Whereas earlier investigations on spam 
classifi cation have invested time and effort focusing mainly on a text based single classifi er. This will not 
accurately identify the spams. So in future we will use multi-classifi er for spam classifi cation.
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